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Abstract

This paper develops a new experimental/numerical technique for controlling phase interface motion, acceleration

and temperature gradients during pure material solidification. The required time-dependent boundary conditions are

predicted with an inverse numerical method, in order to produce the desired interfacial motion. The experimental study

with freezing of water is performed in a rectangular test cell. Three cases of different interface accelerations are con-

sidered. It was observed that an accelerating interface required higher interfacial temperature gradients over time, while

these gradients become nearly constant when the phase interface moves at a uniform velocity (zero acceleration). It is

noted how the interfacial acceleration and temperature gradients affect the structural characteristics of the solidified

microstructures.

� 2004 Elsevier Ltd. All rights reserved.
1. Introduction

Many technological processes involve solidification,

including casting, injection molding, extruding, aircraft

icing and phase change materials. During this phase

transition, the latent heat of fusion is released at the

solid/liquid interface. This thermal energy is transported

to the boundaries through the solidified layers along the

wall. The interfacial velocity, acceleration and temper-

ature gradient become functions of time, when different

time-dependent boundary conditions are applied at the

wall. Nucleated crystals may initially appear in the bulk

liquid, but this article considers conditions leading to

solidification initiated along a stationary wall. During

solidification, the interfacial microstructures are largely

affected by the interface velocity and temperature gra-

dients on the liquid and solid sides of the interface [1].

These factors have a significant role in the mechanical
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and thermophysical properties of the solidified material.

By effectively controlling the interfacial acceleration, as

well as interfacial temperature gradients during solidifi-

cation, it is considered that a desired material structure

with specified properties and material quality can be

achieved.

Several past studies have been reported with numer-

ical simulations of solid/liquid phase change [2–5].

However, previous literature regarding experimental

studies with deterministic inverse control is relatively

limited. Demirci et al. [6] outlined a neural network-

based intelligent control, which was successfully applied

to molding processes. The control strategy was devel-

oped so that a desired flow progression scheme can be

specified, while the controller takes corrective actions

during the molding process. The control algorithm can

be classified as non-deterministic. Non-deterministic

methods include conventional control algorithms, such

as PID control and neural networks.

A recent experimental study with temperature mea-

surements during directional solidification of metals was

presented by Alkemper et al. [7]. The non-deterministic

method provided better control of the solidification
ed.
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Nomenclature

a acceleration (m/s2)

c specific heat (J/kgK)

e internal energy (J/kg)

k thermal conductivity (W/mK)

L latent heat of phase change (J/kg)

Ste Stefan number (cpDT=L)
T temperature (K)

t time (s)

y phase interface position (m)

Subscripts

l liquid

r reference

s solid
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process, due to direct optical tracking of the solidifica-

tion process. The design allows an operator to inde-

pendently select values for the velocity of the solid/liquid

interface during solidification, interface acceleration and

the temperature gradient on the liquid side of the phase

interface. However, the drawback of non-deterministic

methods is that they are not based on a physical solution

of the governing equations. A non-deterministic algo-

rithm can only be applied with confidence to certain

problems, while processes in new problems or new

geometries are generally unknown.

In contrast, deterministic methods are based on

numerical solutions of the governing equations of solid/

liquid phase change [8]. Unlike pure materials such as

water, certain dendritic, columnar and other micro-

structures are found during solidification of alloys [9]. In

addition to the energy equation, it has been shown that

entropy and the Second Law have significance in solid-

ification modeling [10,11]. Melting in a horizontal tube

was reported by Ho and Viskanta [12]. These past

studies have generally entailed direct problems, whereby

certain boundary conditions are specified and the

resulting interior temperatures are calculated.

Unlike these methods, this article extends past studies

[13–15] and develops a numerical inverse method for

purposes of deterministic control of a solidification

process. The method is a combined experimental/

numerical control algorithm, which allows temperature

gradients at the phase interface to be manipulated for

varying interfacial accelerations during solidification of

a pure material. The inverse scheme is developed with a

Control Volume Based Finite Element Method

(CVFEM). This CVFEM predicts the required bound-

ary temperatures to provide a specified interfacial mo-

tion during solidification.

In this article, solidification experiments are per-

formed for three cases with different interfacial accelera-

tions in a rectangular test cell. A group of thermocouples

was inserted uniformly in the test cell to measure varia-

tions of temperature over time. A LabVIEW program

analyzed these temperature measurements and saved the

results in a data file. The bottom wall temperature was

adjusted based on the inverse numerical simulation, by
circulating liquid through a heat exchanger. The Lab-

VIEWprogramwas used for communication between the

computer and temperature bath. Results are presented

and discussed for cases involving a constant cooling

temperature, constant velocity and constant acceleration

of the interface.
2. Problem formulation

Solidification of a pure material involves a moving

phase interface with different thermophysical properties

on each side of the interface. The interfacial morphology

and microstructure of the solidified material are largely

affected by the interfacial velocity, acceleration and

temperature gradient. Fig. 1 graphically summarizes a

range of interface structures during solidification [1]. It

depicts the change of phase interface velocity, V (mm/s),
at varying interfacial temperature gradients, G ¼ oT=ox
(K/mm). During a solidification process, varying inter-

facial velocities and temperature gradients lead to differ-

ent microstructures, including planar, cellular, dendritic

or equiaxed dendritic microstructures. Under certain

conditions, nucleation kinetics and other factors affect the

solidification process. Also, time-dependent boundary

cooling is a major factor affecting the growth of the

solidified layer at a wall. This section considers boundary

cooling as a predominant factor in controlling interfacial

motion and temperature gradients, thereby affecting the

microstructure development.

Consider solidification in a rectangular test cell (see

Fig. 2) occupied initially by water. Since the top wall and

all side walls of the test cell are insulated, the tempera-

ture gradients are approximately zero in the liquid

region perpendicular to these boundaries. When the

bottom wall temperature was set to a temperature lower

than the freezing point, the solidification started from

the bottom wall and the phase interface moved upwards

over time. In this article, the interface movement will be

considered to be one-dimensional.

The position of the phase interface is mainly con-

trolled by time-dependent variations of the bottom wall

temperature. The focus of this study is effectively con-



Fig. 1. General schematic of interface structures at varying temperature gradients.
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trolling the phase interface motion, as well as the tem-

perature gradient at the phase interface, so that the

interface moves upwards at a specified rate after

adjusting the bottom wall temperature. Three cases will

be considered, i.e., (1) constant cooling temperature

(negative interface acceleration), where the phase inter-

face moves slower over time, (2) constant interface

velocity (zero acceleration) and (3) constant positive

acceleration, so the phase interface moves faster over

time.

In general, when a cold temperature is applied to

different surfaces of the rectangular test cell, different

liquid flow patterns are observed. If a side wall is set as

the cold surface, the resulting temperature differences in

the liquid can induce natural convection and liquid

motion within the test cell. If the top surface is colder

than the freezing point, liquid moves downwards due to

the density gradients established by the temperature

differences therein. With freezing from below, natural

convection does not occur during the phase transfor-

mation. In that case, heat conduction is the sole mode of

energy transfer for the one-dimensional problem. Such

conditions are considered in this article, when the bot-

tom wall is cooled and freezing occurs from below. Due

to this ice formation, a small gap in the test cell was

constructed to accommodate expansion of ice during the

phase transition.

The required boundary temperatures were predicted

by a numerical inverse method. In the numerical simu-

lation, it is assumed that the interface moves in the y-
direction (vertically from the bottom to the top) and the

shape of the interface remains planar and horizontal

over time. The thermal conductivity, density and specific

heat within a particular phase are assumed to be tem-
perature independent. The inverse problem is solved to

find how the temperature of the bottom wall should

change over time to produce the desired interface mo-

tion. The bottom wall temperature is spatially uniform,

but it changes over time. These transient changes are

predicted by the inverse method, in order to control the

phase interface velocity and acceleration during solidi-

fication.

The governing equation for diffusion-dominated en-

ergy transport with solid/liquid phase change of a pure

material can be written as [1]

o

ot
ðqeÞ ¼ r � ðkrT Þ: ð1Þ

This equation holds in each phase, while an interfacial

heat balance outlines how the interface moves over time.

This interfacial heat balance requires that the net heat

conducted from the phase interface balances the rate of

heat released by phase change at the interface.

In the numerical formulation, an equation of state is

needed to write the internal energy, e, in terms of tem-
perature alone. A piecewise linear equation of state is

expressed in one equation as follows:

e ¼ er;kðT Þ þ cr;kðT ÞðT � Tr;kÞ; ð2Þ

where the subscripts k ¼ 1; 2 refer to the solid and liquid
phases, respectively. The reference values can be ob-

tained by integration of the Gibbs equation from a point

in the liquid phase to another point in the solid phase. In

this way, both latent and sensible heat contributions

appear in the equation of state.

The reference variables have been consistently set to

the following values:



Fig. 2. Schematic of (a) test cell and (b) experimental setup (1. Test Cell, 2. Temperature Bath, 3. Thermocouples, 4. SCB-100 Shielded

Connector Block, 5. PCI-6033E DAQ Board, 6. Computer, 7. Image Acquisition Board, 8. Camera, 9. Heat Exchanger, 10. Insulated

Enclosure, 11. Support).
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(k ¼ 1, solid phase)

er;1 ¼ 0; Tr;1 ¼ 0; cr;1 ¼
cs
cl
: ð3Þ

(k ¼ 2, liquid phase)

er;2 ¼
�c
cl
ðTl � TsÞ þ

cs
cl
Ts þ

1

Ste
; Tr;2 ¼ Tl; cr;2 ¼ 1;

ð4Þ

where �c ¼ ðcs þ clÞ=2.
In the inverse formulation, the bottom wall tem-

perature is unknown, while boundary conditions are

specified on the remaining surfaces. During each step

of the numerical solution, the controlling temperature

of the bottom wall is updated iteratively, until the

predicted interface movement agrees (within a given

tolerance) with the desired interface motion. These

iterative updates are predicted based on sensitivity

coefficients, which express the influence of boundary

temperatures on internal temperatures. As the sensi-
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tivity coefficient becomes larger, then the influence of

changes of the boundary temperature on an internal

nodal temperature becomes stronger. The governing

equations are differentiated with respect to the wall

temperature, thereby yielding a system of equations

involving each nodal sensitivity coefficient. Thus, dif-

ferent sensitivity coefficients are obtained for each

nodal point in the mesh. Additional detailed infor-

mation regarding this inverse method has been docu-

mented previously [13–15].

In this article, water is used as the test substance

(note: thermophysical properties of water shown in

Table 1). The following three cases will be examined.

2.1. Case of constant cooling temperature (negative

interface acceleration)

In this first case, the bottom boundary was set at a

constant temperature ()10 �C) and a numerical simu-
lation is not needed. The phase interface moves at a high

velocity at the beginning of the solidification process,

due to a steep initial temperature gradient. As the phase

interface moves further from the boundary, it moves

slower due to a decreasing temperature gradient. As a

result, the phase interface decelerates over time.

2.2. Case of constant velocity (zero interface acceleration)

In this case, the desired condition is interfacial

movement at a constant velocity (0.175 mm/min) and

zero acceleration. A uniform mesh of 1.75 mm square

elements and a constant time step (10min) were used. The

phase interface moves one grid point in each time step,

since a node jumping method was used in the numerical

simulation. In these simulations, the phase interface

moved over a constant distance in each time step.

2.3. Case of constant acceleration (positive interface

acceleration)

The desired phase interface motion was specified as

follows:
Table 1

Thermophysical properties of water

Value Units

Specific heat of liquid 4202 J/kg �C
Specific heat of solid 2020 J/kg �C
Thermal conductivity of liquid 0.613 W/m �C
Thermal conductivity of solid 2.26 W/m �C
Density 999.84 kg/m3

Latent heat 335,000 J/kg

Freezing temperature 0 �C
Liquid thermal diffusivity 1.459· 10�7 m2/s

Solid thermal diffusivity 1.119· 10�6 m2/s
y ¼ 1
2
at2; ð5Þ

where a is a constant positive acceleration. In this case, a
non-uniform mesh was generated and a uniform time

step was used. At the beginning of the solidification

process, the phase interface moves slowly. Then the

interfacial velocity increases over time, with a constant

acceleration. The phase interface moves faster over time,

so it moves over longer distances than previous time

steps. In this article, a constant acceleration of 0.00175

mm/min2 was specified and the time step was 10 min.
3. Experimental design

In this section, the experimental apparatus, thermo-

couple temperature measurements, communication with

the RTE140 thermal bath and experimental procedure

will be described.

3.1. Experimental apparatus

A rectangular test cell was used for the solidification

experiments (see Fig. 2a). The test cell has inside

dimensions of 6.5 cm (width), 4 cm (height), and 4 cm

(depth). The top, bottom, and side walls were made of

Plexiglass. All Plexiglass walls were 1.75 cm thick walls

to support the cell and provide sufficient insulation. The

bottom wall served as the heat sink. It consisted of a

multi-pass heat exchanger machined from an aluminum

plate. The heat exchanger surface was plated with a layer

of chromium for protection against corrosion. A hole on

the left surface of the test cell was used to fill or drain

liquid. After the initial setup of each experiment, the

hole was closed once the container was filled.

Fig. 2b shows a schematic diagram of the test

apparatus. For additional insulation purposes, the test

cell was placed in the middle of a secondary enclosure.

This enclosure was also constructed from Plexiglass, in

order that the solidification process remains visible from

the front side. The heat exchanger was connected to a

NESLAB temperature bath (RTE140 Bath/Circulator).

This refrigerated bath can adjust temperatures of the

bottom wall to the required temperatures by circulating

liquid within the heat exchanger. The thermal bath was

connected to the computer through a serial port for

communication purposes. A camera was set in front of

the test cell for capturing images of the solidification

processes. Then, these results were analyzed by a image

acquisition system, with feedback signals back to the

thermal bath unit.

3.2. Thermocouple temperature measurement system

Ten T-type thermocouples were installed on the back

surface of the test cell, along the centerline in the
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y-direction. The first thermocouple was located on the
bottom surface. All of the other nine thermocou-

ples were placed vertically at intervals of 4 mm. For

one-dimensional heat conduction, the effects of 10

thermocouple tips on measured temperatures were

considered to be negligible. All of the thermocouples

were connected to an SCB-100 Shielded Connector

Block, and then assembled to a PCI-6033E DAQ board

connected to the computer for temperature mea-

surements. The camera was connected to an image

acquisition board attached to the computer to record

images.

A PC-based system was developed for the tempera-

ture measurements. The system consists of a computer

with a plug-in PCI-6033E DAQ board and an SCB-100

Shielded Connector Block. This system was controlled

by a LabVIEW program. The thermocouples were

connected to an SCB-100 Connector Box. There was a

build-on temperature sensor on the SCB-100 board for

cold-junction compensation. A differential connection

mode was selected with 32 channels. The SCB-100

Connector Box was connected directly to the data

acquisition board, which converts analog data to digital

data. Thermocouples were monitored with a PC-based

data acquisition system (see Fig. 3). The software in the

LabVIEW system performs Cold-Junction Compensa-

tion, data linearization and control of the time interval

between two temperature readings. Also, a Visual

Interface (VI) program records each temperature at

different locations, after receiving the thermocouple data

and writing temperature data to a file. Measurement

uncertainties due to thermocouple errors, placement of

thermocouples and other uncertainties were estimated

to give an overall temperature measurement error of

±0.5 �C.
Thermocouple
 (T Type)

DAQ Board
PCI-6033E

Computer

PCI-6033E
Driver

LabVIEW
Program

Save the results
to a data file

SCB-100
Connector
Block

Fig. 3. Components of data retrieval system.
3.3. Communication with RTE140 circulator

A NESLAB-RTE140 Bath/Circulator was used to

adjust the bottom wall temperature of the heat ex-

changer, in order to set the boundary temperatures

predicted by the inverse numerical simulation. The cir-

culating fluid was selected to be a 50/50 mixture (by

volume) of tap water and laboratory grade ethylene

glycol. The operating temperature range was +8 to

)30 �C and temperature accuracy of the thermal bath
was ±0.05 �C.
Serial communication is used for communication

between the RTE140 Bath/Circulator and the com-

puter. This is a common protocol for device commu-

nication, which is standard on almost all personal

computers. The serial port sends and receives bytes of

information, one bit at a time. During transmission,

the serial device driver program on the computer takes

each byte from the main computer memory (typically

8 KB in size) and places it onto the data bus along

with the serial port I/O address. Then, the byte travels

through the data bus and it is stored in the serial port

hardware buffer. When the serial port is ready to

transmit temperature data, it receives the data from

this hardware buffer, places it in its shift register, and

transmits each bit over the communication line. Serial

communication is commonly used because most com-

puters have one or more serial ports, so no extra

hardware is needed other than a cable to connect the

instrument to a computer. The RTE140 Bath/Circu-

lator has an RS-232 port on its back side. This RS-

232 port was used for point-to-point connections

between the PC serial ports and the RTE140 Bath/

Circulator. This serial communication involved feed-

back signals from the image acquisition system to the

thermal bath during the heat transfer experiments.

A program in LabVIEW was developed to control

the RTE140 Circulator. The program sends the instru-

ment command to the RTE140 Circulator via serial

port, cable and RS-232 port to the RTE140 Bath/Cir-

culator. Virtual Instrument Software Architecture

(VISA) was provided as a single interface library for

controlling VXI, GPIB, RS-232 and other instruments

in the LabVIEW environment. Some VISA functions

were used, such as ‘‘VISA Write’’ and ‘‘VISA Read’’.

‘‘VISA Write’’ sends the setpoints to the RTE140 Bath/

Circulator and ‘‘VISA Read’’ receives actual tempera-

tures from the RTE140 Bath/Circulator. The ‘‘Read a

File’’ and ‘‘Write a File’’ functions were used for file

input/output.

When trying to communicate with the heat exchange

devices by serial communication, the serial port sent

output as programmed. This requires an exact sequence

of code, including termination characters, in order to

ensure that the device operates properly. The instru-

ment’s termination character for the RTE140 Bath/
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Circulator is a carriage return (CR). All commands

(including ‘‘SS010.00[CR]’’, i.e., set the setpoint to 10.0

�C) were imported from a file, so it was difficult to add a
CR alone as a termination character in a text file. Text

editors usually add a CR and a line feed automatically,

whenever the ‘‘Enter’’ key is hit on a computer’s key-

board. As a result, a ‘‘Concatenate Strings’’ function

was used to append a CR constant to the string before it

was sent to the serial port. The CR constant from the

Strings function palette in LabVIEW was used.

The LabVIEW VI program can perform serial com-

munication between the RTE140 Bath/Circulator and

computer. The required setpoint for the RTE140 Bath/

Circulator was edited in a text file. The VI program

opened the file and converted it to an exact command

format as required by the RTE140 Bath/Circulator. A

termination character was added by a CR to the end

of the string. It reads the commands from the file and

sends the commands to the RTE140 Bath/Circulator.

Then, the RTE140 Bath/Circulator follows the com-

mands sent. Meanwhile, the program reads actual tem-

peratures from the RTE140 Bath/Circulator and writes

them to a file.

3.4. Experimental procedure

Before each experiment, the phase interface move-

ment was specified for each case. The results of each

experiment require that the phase interface moves up-
Set all
setpoin

Read a temperature
setpoint for current time
step from the file

Send the setpoint
to the bath

Read actual
temperature of the
bath to a file

Nex

Fig. 4. Schematic of expe
wards as specified. The numerical results were used as

the required boundary temperatures, in order to obtain

those desired phase interface movements. The required

boundary temperature results of the inverse numerical

simulation were saved in a data file. This data was used

as input to adjust the setpoints of the temperature bath

by serial communication. As described earlier, a fluid

was circulated at the setpoint temperature within the

heat exchanger, which was located under the bottom

wall of the test cell. In this way, the bottom surface

temperatures were controlled over time, in order to

produce the desired phase interface motion.

Before an experiment started, the test cell was filled

with water, except a small gap left for expansion of

freezing water. The setpoint of the temperature bath was

set to the freezing point of 0.0 �C, so only liquid existed
initially. This initial condition was established for a few

hours, in order to obtain a uniform temperature distri-

bution within the test cell. Fig. 4 shows a diagram of

the experimental procedure. The LabVIEW program

included a sub-program for serial communication,

thermocouple measurements and image acquisition

(interface detection program). These three sub-programs

were placed into a ‘‘While’’ loop, so they can be repeated

at a certain time interval. After the experiment starts, the

algorithm sends the setpoints of the thermal bath and

reads back actual temperatures by serial communica-

tion. In the meantime, the computer records and saves

temperature measurements in a file. Also, the camera
 temperature
ts in a file

Start

Stop

Thermocouple
measurements

Save to a file

t time step?

 Acquire image 

rimental procedure.
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captures images of the interface movement. The image

acquisition system analyses this data, records the inter-

face position and sends feedback signals to the thermal

bath. This procedure is repeated every few minutes,

thereby providing thermal control of the interface mo-

tion.
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T
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Bath Temperature (Case 1)
Setpoint (Case 2)
Bath Temperature (Case 2)
Setpoint (Case 3)
Bath Temperature (Case 3)

Fig. 6. Bath temperature and setpoint for case 1 (constant

cooling temperature), case 2 (constant velocity) and case 3

(constant acceleration).
4. Results and discussion

In this section, the following three cases of water/ice

solidification will be studied: (1) constant cooling tem-

perature (negative interface acceleration), (2) constant

velocity (zero acceleration) and (3) constant positive

acceleration of the phase interface. The required bound-

ary temperatures predicted by the inverse numerical

simulation are shown in Fig. 5. Fig. 5 illustrates how the

required boundary temperatures vary with time for the

three cases, in order to produce the desired interfacial

movements. For case (1), the boundary temperature is

constant. For case (2) with a constant interfacial veloc-

ity, a lower boundary temperature is required when the

phase interface is further from the boundary. For case

(3), the required boundary temperature decreases slowly

when the interface is close to the bottom wall. As the

interface moves further away from the bottom wall, the

required boundary temperature decreases faster.

The required boundary temperatures were applied to

establish the setpoints of the temperature bath, in order

to make the bottom wall temperature vary with time as

required. During the experiments, the setpoint of the

temperature bath was kept constant at each time step.

The temperatures of the thermal bath were measured to

confirm whether the actual temperatures of the control

system followed the setpoints. Fig. 6 shows a compari-

son between the setpoints and actual temperatures of the
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Fig. 5. Predicted boundary temperature.
thermal bath for the three cases. It can be seen that the

temperature bath needed a certain time period to re-

spond after the setpoint was changed. This time period

depended on the setpoint temperature. When this tem-

perature was not too low, the thermal bath required

about a few minutes to reach the setpoint. When the

temperature setpoint was further lowered, the thermal

bath needed more time to cool down and reach the

setpoint.

For the constant cooling temperature case, the bath

temperature was set to )10 �C. The temperature bath
cannot cool down to that temperature immediately due

to thermal inertia, as it needs a certain amount of time to

reach that temperature. Once the temperature reached

)10 �C, it was kept at that temperature in a stable
manner. For the constant velocity case, the bath tem-

perature followed the setpoints well. For the constant

acceleration case at early time steps, the actual temper-

ature also matched the setpoints well. But as the tem-

perature of the control system becomes low at later

times, a longer time period was needed for cooling by a

fixed amount. The temperature of the thermal bath did

not follow the setpoints well at later times, especially

when the setpoint becomes lower than )20 �C. This
problem is considered to be related to the cooling

capacity of the refrigerated bath. A larger capacity

would reduce or eliminate this problem, depending on

the desired range of experimental conditions.

Fig. 7 shows the temperature variations at each

thermocouple location for the three cases. Supercooling

of water was observed from the temperature measure-

ments, before freezing of water began. The solidification

did not start immediately at the freezing tempera-

ture, but rather it started at a few degrees lower than

the freezing point. At the beginning of an experiment,

the temperatures of the bottom wall were kept below the
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Fig. 7. Measured temperatures for (a) case 1, (b) case 2 and (c)

case 3.
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freezing point and temperatures at all thermocouple

locations decreased. When the water was supercooled by

a certain extent, ice growth started from a nucleation site

on the wall and latent heat was released in the freezing

process. Nucleated crystals in the bulk liquid were not

observed.

Thermocouple measurements for each case are

shown in Fig. 7. The 10 thermocouples were spaced

uniformly in the y-direction along the vertical centerline
of the test cell. Thermal recalescence can be observed in

Fig. 7. After the temperatures at all thermocouple

locations approached a certain sub-zero point, they ap-

peared to increase abruptly over a short time period,

despite cooling by the bottom wall. Latent heat was

released from the solidified crystals, which was trans-

ferred by conduction to the surrounding solid or liquid.

The local temperature rises, if the rate of release of latent

heat exceeds the rate at which heat is removed from the

solidifying material and cooling boundary. After the

short time period of recalescence, the temperatures de-

creased again due to continued cooling from the bottom

wall. After ice initially appears on the wall, the

remaining water changes phase at 0 �C. Before this
phase change, it was noticed that the degree of super-

cooling below the freezing point was different for each

case. The supercooling was )0.98 �C for the constant
cooling temperature case, )2.7 �C for the constant

velocity case and )3.8 �C for the constant acceleration
case. These differences were related to the nucleation

kinetics and different rates of initial water cooling near

the bottom wall.

For case 1 in Fig. 8, the measured interface velocity is

obtained from differencing of measured interface posi-

tions over time. It can be seen that the phase interface

moves faster when the interfacial position is closer to the

boundary. When this interface is further away, it moves

slower since heat is conducted through a thicker solid

layer before it is transferred across the chilled boundary.

The interface decelerates non-linearly with time, since

the phase interface moves at a non-uniform velocity.

Therefore, if a constant phase interface velocity is ex-

pected during solidification, the boundary temperature

must vary with time.

In the constant velocity case (zero interface acceler-

ation), Fig. 9a illustrates how the phase interface posi-

tion varies with time. A comparison of measured and

desired interface positions shows generally good agree-

ment (note: period of ‘‘delay’’ corresponds to super-

cooling period). At early stages of solidification, the

measured and desired phase interface positions matched

closely. But the measured interface position deviated

from the desired position at later stages of solidification,

when the phase interface moved slightly slower than

desired.

In the constant acceleration case (Fig. 9b), it can be

seen that there was a long time period of supercooling

and the measured interface position was delayed, when

compared to the desired position. However, after the

period of supercooling, the interface moved faster and

its rate of advance agreed well with the desired motion.

Supercooling of water is a source of error, since some

time elapses before solidification is initiated at the wall.

This error can be addressed by a time delay corre-

sponding to the unfrozen period. In Fig. 9a and b, the

phase interface positions do not match the desired

interface positions, without such ‘‘delay’’. However,
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with appropriate time steps of delay due to supercool-

ing, the agreement between measured and predicted

interface positions becomes reasonably good. These time

steps can be predicted from an analytical solution to

reach the sub-zero supercooled point [1]. The predicted

results with a delay represent the desired phase interface

position. Both results with and without this delay have

nearly the same slope. This slope represents the velocity

of the phase interface.

Fig. 10 shows how the interfacial temperature gra-

dients on the liquid side of the phase interface varied

with time for the three cases. These spatial gradients are

determined from a polynomial profile fitted to measured

temperatures at the interface, together with the known

interface temperature and its measured position. The

overall trends indicate that the interfacial temperature

gradients decreased, remained constant and increased

over time for cases 1–3, respectively. With zero accel-

eration of the phase interface (case 2), the rate of heat

transfer by conduction on both sides of the interface

remains constant in the interfacial heat balance, as the

heat balance requires a constant rate of latent heat re-

leased from the interface. Conversely, the heat conduc-

tion rates change over time when the interface is

accelerated, so the results indicate the proper trend of

rising interfacial temperature gradients in case 3 (note:
decelerating interface in case 1 with decreasing interfa-

cial temperature gradient).

In Fig. 10, the three cases have different trends of

temperature gradient at the phase interface. Such vari-

ations have certain effects on the microstructure of

solidified ice. Fig. 11 shows two images of ice formed

during two different solidification processes. Fig. 11a

and b show the constant cooling temperature (case 1)

and constant velocity case (case 2), respectively. It ap-

pears that ice solidified differently in both cases. In Fig.

11a, the lower part of the image is white, since ice
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forming in the lower section was not transparent. The

higher region of the image is darker, since that ice for-

mation was more transparent. The darker color suggests

that the ice was more transparent, since there was a

black background behind the test cell. The ice micro-

structure is affected by the interfacial acceleration and

temperature gradients. Ice formation at a constant phase

interface velocity had a nearly constant interfacial tem-

perature gradient. In Fig. 11, ice formation during this

process would seem to have the same microstructure.

This may explain why the ice accumulated differently in

the constant cooling temperature case, yet identically in

the constant velocity case.

Efforts were taken to minimize experimental errors

and uncertainties as much as possible. For example,

when the fluid circulated between the temperature bath

and the heat exchanger, some heat losses may have oc-

curred. A plastic tube with insulation was made as short

as possible to connect the temperature bath and heat

exchanger. Heat losses from the test cell were minimized

by extensive insulation of the test cell. Reported tem-

peratures were estimated to be accurate within ±0.5 �C.
At each time step, when the setpoint was adjusted, the

temperature of the thermal bath could not reach that

temperature immediately. Thus, there was a delay

(depending on the size of temperature difference ad-

justed, usually up to a few minutes). At some time steps,

the temperature of the thermal bath had not reached the

setpoint during that time step. This effect could be re-

duced with a thermal bath of larger thermal capacity.
5. Conclusions

In this article, one-dimensional freezing of water and

interface motion have been successfully controlled with

a newly developed numerical/experimental algorithm.

The required boundary temperature was predicted based

on an inverse numerical simulation. It was used to

control the interfacial velocity, acceleration and tem-

perature gradients. Solidification experiments involving

water were performed in a rectangular test cell. The

automated system controlled the temperature at the

bottom wall, while circulating liquid within a heat ex-

changer embedded within that wall. Three cases were

performed, including a constant wall temperature (neg-

ative interface acceleration), constant velocity (zero

acceleration) and constant positive acceleration of the

phase interface. The experimental results have shown

that interfacial acceleration affects the interfacial tem-

perature gradients. Varying interface movements and

temperature gradients lead to different solidified mate-

rial structures. Also, supercooling has noticeable effects

on the thermal control of phase interface motion. In

conjunction with other control strategies such as closed-
loop feedback control, it is anticipated that the newly

developed method can provide better results to com-

pensate for supercooling effects and other errors during

a controlled solidification process.
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